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The paper is devoted to the study of the effectiveness of
selected machine learning algorithms - Linear Regression,
Decision Tree, Random Forest, AdaBoost, Gradient
Boosting, XGBoost, SVR, K-Nearest Neighbors - in the
issue of supporting the production of ADI cast iron.
Knowledge and information on the production of cast iron
and the effects of its chemical composition and heat
treatment parameters on mechanical properties were
obtained through an extensive literature review. Articles
on topics similar to the subject of this work were also
analyzed in the context of practical application of
machine learning algorithms. As part of the work,
hyperparameter tuning and data augmentation
experiments were conducted to test the impact of the
optimizations performed on the final results of the
generated models. During the evaluation, metrics such as
root mean square error and coefficient of determination
were used with prior cross-validation allowing for more
realistic results. For each of the predicted mechanical
parameters, Gradient Boosting proved to be the best
algorithm. The work culminated in a web application with
a graphical user interface allowing interaction with the
best predictive models created during the study.
The input data set consists of 513 records aggregating

information on ADI cast iron production parameters:
•Chemical composition of cast iron – percentage of
elements:
o C – Carbon
o Si – Silicon
o Mn – Manganese
o Mg – Magnesium
o Cu – Copper
o Ni – Nickel
o Mo – Molybdenum
o S – Sulfur
o V – Vanadium
o Cr – Chromium
o P – Phosphorus
o Ti – Titan
o Sn – Tin about Al-Glin
• Heat treatment process parameters:
o Austenitization temperature – in degrees Celsius
o Austenitization time – in minutes

o Ausferitization temperature – in degrees Celsius
o Ausferitization time – in minutes
• Product thickness – in millimeters:
• Mechanical parameters.
The purpose of this experiment was to check the model
results for default parameters in order to obtain a
reference point for subsequent tests. One configured
parameter in this study was random_state in models using
randomness. This was intended to obtain repeatable
results. Model dictionary was passed as the input
parameter "models_dict".
Brinell hardness models - HB:
• The best results for fitting the model to the training set
were achieved by: DecisionTreeRegressor and
ExtraTreeRegressor
• The best results for fitting the model to the training set
with 5-fold cross-validation were obtained by:
XGBRegressor
• The best results for fitting the model to the test set were
achieved by: GradientBoostingRegressor
• The worst-fitting model for each set is: SVR
Models for tensile strength - Rm:
• The best results for fitting the model to the training set
were achieved by: DecisionTreeRegressor
• The best results for fitting the model to the training set
with 5-fold cross-validation were obtained by:
ExtraTreesRegressor
• The best results for fitting the model to the test set were
achieved by: ExtraTreesRegressor
• The worst-fitting model for each set is: SVR Models for
yield strength - Rp02:
• The best results for fitting the model to the training set
were achieved by: DecisionTreeRegressor and
ExtraTreeRegressor
• The best results for fitting the model to the training set
with 5-fold cross-validation were obtained by:
ExtraTreesRegressor
• The best results for fitting the model to the test set were
achieved by: XGBRegressor
• The worst-fitting model for each set is: SVR.
Elongation models - A5: • The best results for fitting the
model to the training set were achieved by:
DecisionTreeRegressor and ExtraTreeRegressor
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• The best results for fitting the model to the training set
with 5-fold cross-validation were obtained by:
ExtraTreesRegressor
• The best results for fitting the model to the test set were
achieved by: XGBRegressor
•The worst-fitting model for each set is: SVR Impact
strength models - K
• The best results for fitting the model to the training set
were achieved by: DecisionTreeRegressor and
ExtraTreeRegressor
• The best results for fitting the model to the training set
with 5-fold cross-validation were obtained by:
ExtraTreesRegressor
• The best results for fitting the model to the test set were
achieved by: XGBRegressor
• The worst-fitting model for each set is: SVR Summary:
Analyzing the results of the basic study, it was noticed
that algorithms based on decision trees are significantly
overfitted. This is especially noticeable in the
DecisionTreeRegressor and ExtraTreeRegressor models.
In most studies, the mentioned algorithms matched the
training set 100%, but when verifying the results using
cross-validation or on the test set, the same algorithms
performed much worse. Models using decision trees but
based on ensemble learning were also overfitted, but
showed significantly better generalization abilities, i.e.
operating on new, previously unknown data that were not
included in the training set. This is especially visible in
the results on the test set. The exception in this case is the
AdaBoostRegressor model, which uses weak regression
models as base models, which, if the data is highly non-
linear and contains many outliers, may negatively affect
the results of the entire committee. LinearRegression and
KNeighborsRegressor are models that assume a linear or
locally linear relationship between the input parameters
and the purpose of the calculation. When the actual
problem is non-linear, the models mentioned may have
difficulty fitting effectively. This is most likely why they
performed so poorly in the study. The SVR model
performed the worst in the entire study and this is most
likely related to the default value of the "C" parameter,
which for this algorithm is 1. Such a small value means
that the model is very tolerant of prediction errors and
tries to find a solution very close to linear regression.
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